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How to study such a 
complex system ? 

A plasma is a 
globally neutral collection of 

discrete charged particles 
behaving as a collective 

system
dominated by long-range 

electromagnetic forces

A path to the Vlasov equation
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Often….a plasma is defined as a 
“high temperature gas”

But remember: a plasma is NOT a gas

1. collisions are in general inefficient
2. A plasma is a long range interactions system

Why ? because 
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WE NEED A MATHEMATICAL MODEL 

Too many particles for a N-body 

description even for modern 

super-computing systems

Initial 
conditions

Calculations of 

the forces

Particle 

advancement

Computationally too heavy
WE NEED A 

CONTINUOUS DESCRIPTION!
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The statistical description of a N particles plasma is based on the 
probability densities F giving the probability of finding simultaneously the 
particles at locations (x1,.., xN, v1,..,vN) in phase space.  Too much 
complicate!

The probability density F contains 
the effects of the interactions among 

particles

f1(x1,..,xs,v1,..,vs )= F (x1,..,xN ,v1,..,vN ,)dxs+1,..,dxN ,dvs+1,..,dvN

The probability f1(x1,…,xs,v1,…vs) of finding particles 1,.., s at location 
(x1…,xs,v1,…vs) is given by integrating the d.f. allover the particles except 1 to s:

TOWARDS A CONTINUUM MODEL… 
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When the interaction potential can be neglected, the particles 
can be considered as statistically independent. For example: 

When instead the interaction potential among particles is present, the 
probability densities can be written trough a cluster expansion: 

In general, single particle interactions are assumed as negligible 

F2(x1 , x2 ) = F1(x1) F1 (x2) 

and so on for Fi , i > 2

F2(x1 , x2 ) = F1(x1) F1 (x2) [1 + P12 (x1 , x2 ) ]

P12 : two particle correlation function

P12 << 1 (and so on)
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STARTING POINT: THE MANY BODY D.F. OBEYS THE LIOUVILLE EQUATION

F

t
+

F

xi

vi +
F

vi

a
i

T




i

 = 0

where ai
T is the TOTAL acceleration of the i-particle due to inter-particle 

interactions and external forces.

F = hyper-particle with coordinate (x1, …, xN, v1, …, vN) 

The value of F, the probability density, 
REMAINS CONSTANT AT THE LOCATION OF THE HYPER-PARTICLE. 

But this does not mean that F is constant in time at any fixed point (x1, …, xN, v1, …, vN) 
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By integrating the Liouville equation over all the space – velocity coordinates 
but one particle, we get the differential equation for the one particle d.f.

 f (1)

t
+ v1 

 f (1)

x1

+ a1

T

 
F

v1

dx2 ...dxNdv2 ...dvN

Here we have used the fact that 
the net flux of particles out of 
the system vanishes

dx2



x2

 v2Fdv2 = 0

dv2
F

v2

= 0as well as

with the condition F v→( )= 0

where we have assumed that ai
T  el does not depend vl ( i  > 1 )

(constant total 
particle number) 

we need to simplify! we discuss later 
when this approach is reasonable…
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In general, the force acting on the ith-particle includes both external and inter-particle forces:

ai
T(x1, …, xN, v1, …, vN) = (qi/mi)[ E + (vi x B)/c ] + Σjaij 

THE ACCELERATION TERM BECOMES:

a
1

ext 
 f (1)

v1

+ a1j 
F

v1

dx2 ...dxNdv2 ...dvN

j

 = 0

ak1

T

 
F

vk

dx2...dxNdv2...dvN = 0because

since ai  el does not depend vl so that, as above, dvk1
F

vk

= 0

(non relativistic limit for the vxB term)

acc. ext. acc. int. part.
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the inter particle force term a1j 
F

v1

dx2...dxNdv2...dvN

j



since all particles of species α can be considered as identical and 

a1α is the acceleration of particle 1 by a generic particle of the species α

reduces to a1 


v1

f (2)
x1,x ,v1,v ,t( ) dxdv

AS A RESULT THE EQUATION 
FOR f 

(1) IS NOT CLOSED
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In a plasma the interactions are LONG RANGE INTERACTIONS.
Indeed, the inter particle interactions can be divided roughly into two parts:

The forces due to all other particles (a) does not depend on the exact location 
of all particles and can be view as “external forces”. By neglecting the 
interactions with the nearby particles (b) we finally get the equation for f (1) :   

 f (1)

t
+ v1 

 f (1)

x1

+
q

m
E+

v1 B

c

 f (1)

v1

= 0

a)  the average force due to all other (distant) particles
b)  the force due to the interaction with the nearest neighbor particles

here <E> and <B> are the sum of the external and average electromagnetic fields

closure
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In summary, a plasma is 
described in a reduced way in 
terms of the one particle 
distribution function 

f (1)
 (x1, v1) dx1dv1 

CONTINUUM approach

Neglecting single particle interactions, one make use of the probability f  
(1)

 of 
finding particle 1 at location x1 in phase space under the action of the 
electromagnetic fields generated by the full system - mean field theory 



In other words we define a PLASMA as composed by free 
charges with kinetic (thermal) energy much larger 

than the typical potential energy due to its nearest 
neighbor
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Ek ? C      n0

1/3e2 = mva,th

2

where       ~ 1/l, l = mean particle distance, a=e,in0

1/3

To summarize: we need ΛD = n0 λD
3  >>   1

λD = √mv2
th / 4πne2 

where 

λD = Debye length, 

ΛD = number of particles in a Debye sphere

“quasi non-correlated” 

particles



In such a system, the particle potential falls off 
much faster than in vacuum: Debye 

shielding 
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The electric Coulomb potential of each charge

C =
q

40r

D =
q

40r
e−r/D

is shielded by the plasma: DEBYE POTENTIAL
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r0  = e2 / T              [ distance of min. approach ( Ek ~ ΦC ) ]

rn  =  n-1/3               [ mean particle distance ]

λD = √ T / 4πne2    [ Debye length ]

de/i = c / ωe/i           [ e/i inertial length , ωe = plasma freq. ]

ρe/i = vth,e/i/Ωce,ci     [e/i Larmor radius,   Ωce,ci = cycl. freq. ]

LHD  (>> λD, ρe/I )      [ hydro scale ]

lmfp                         [ mean free path ]

Characteristic lengths (frequencies)

plasma

r0 rn λD
de , ρe lmfp 

LHDdi , ρi

Hydro-range
Kinetic-rangeparticles

L  ≥ λD

A plasma must be “larger” 
than the Debye lebgth
(screening distance)

MHD



An example, the  Solar Wind: no time to reach thermodynamical 
equilibrium

Neutral Gaz: νcoll » ω

 Plasma: ω » νcoll

“Problems” for 
plasma 

thermodynamics!non-Maxwellian distribution functions 
often observed in the solar wind
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IN THIS APPROACH COLLISIONS ARE COMPLETELY NEGLECTED



fa

t
+ v 

fa

x
+

qa

m
E +

v  B

c








fa

v
= 0

THE ONE PARTICLE D.F. OBEYING LIOUVILLE EQUATION GIVES THE VLASOV 
EQUATION, THE BASIC EQUATION TO MODEL A COLLISONLESS PLASMA

Here fa is the distribution function of a-species, E and B the 
electromagnetic fields self-consistently generated by the whole system

x and v are phase space coordinates; 
v is NOT the mean flow used in fluid approaches 

25-8-2014 7th ITER International School 17



WHAT WE NEED TO KNOW TO 

SIMULATE THE PLASMA DYNAMICS?

THERE IS NOT A UNIVERSAL MODEL. 

THE NUMERICAL MODEL AND THE TECHNIQUES TO BE 

ADOPTED STRONGLY DEPEND ON THE PHYSICAL PROBLEM.  

1) A set of equations for the plasma evolution

2) A set of equation for the evolution of the electrostatic or electromagnetic fields

3) The boundary conditions

4) The initial conditions

( FREQUENCY REGIME ) 
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WE ALSO NEED TO IDENTIFY THE 

REGIME OF INTEREST (IF POSSIBLE!)

•Vlasov el. + Maxwell [Ion fixed (in general)]

High frequency regime  [ω ~ ωpe ]

•Vlasov ions, fluid electrons + Maxwell

Intermediate regime     [ω ~ Ωci ]

• Single Fluid (MHD), Two fluids … 

Low frequency regime   [ω < Ωci ]
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“NON VLASOV”



Even with the last generation of 
massively parallel computers, the so-
called

it is very difficult (read impossible) to integrate the kinetic 
dynamics of a “real system” for both ions and electrons.

TERA 
MACHINES

So, let us discuss how to address this difficulty
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THE VLASOV – POISSON/MAXWELL SYSTEM MUST BE INTEGRATED

IN A 6D+TIME SPACE AND COVERS AN IMPRESSIVE RANGE OF

PHYSICAL REGIMES SEPARATED BY MANY ORDER OF MAGNITUDE IN

FREQUENCY AND SCALE LENGTHS IT.

NOTE:



Eulerian methods

“Lagrangian” methods

The Vlasov equation is discretized 

on a grid in phase space and the field 

equations on a spatial grid 

A large set, but finite computational 

“macro-particles” follow the 

characteristics

NUMERICAL INTEGRATION OF THE VLASOV EQUATION

“Vlasov 
codes” Fixed 

grid

“PIC codes” 
Fixed Maxwell grid; 

moving macro-
particles

Mean field theory

Same physics 
different 

numerical 
approach
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Here we discuss only 
Eulerian methods
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The Vlasov equation is basically 
an 

advection equation in phase 
space:

Liouville’s theorem: 

The phase space volume can 

be deformed but its density is 

not changed during the 

dynamical evolution of the 

plasma.

It can be considered as a "transport" equation in phase space. 



25-8-2014 7th ITER International School 23

Invariants of the Vlasov equation:

for any function H

This reduces the (infinite) number degrees of freedom of the system:

Transitions from "unconnected states” in phase space are forbidden, as for example 

from a laminar type state (free-streaming) to a vortex type state (particle trapping).

A fundamental feature is that the d.f. is subjected to strong 
topological constraints, provided by the existence of invariants

the d.f. can be transported and roll up in a complex way in phase 

space, but different d.f. iso-lines can never be broken and reconnect 

d

dt
H f( )dx dv = 0
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A simple 1D-1V example: the TWO-STREAM instability

This instability can be induced, e.g., by an energetic particle stream 
injected in a plasma followed by a return current. In practice, we have two 
counter propagating electron beams at vb << c. In this case the system 
evolution is mainly e.s. and can be studied in the 1D-1V limit: 

fe(x,v,t = 0) = f0, e n1e
−

1

2
(vx−v01)/vth ,1)2

+ n2e
−

1

2
(vy−v02 )/vth ,2 )2









The instability transfer part of the the beam kinetic energy 

into plasma waves with associate electric fields 
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First three frames: correct Vlasov evolution
p
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V0

-V0

x

Two-stream instability. Phase space (x,v) representation

v
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Transition forbidden by 
Vlasov !

Long time “non Vlasov” transition 

between unconnected Vlasov equilibria

FRAMES 1,2

FRAME 3

FRAME 4

Typical Invariant evolution

Vlasov

NON Vlasov

f  n dxdv ;  n = 3

time



Eulerian algorithms 

are extremely accurate 

even in the non linear 

phase. For example 

they are  crucial  for 

the analysis of spectral 

regions where the 

energy level of 

fluctuations is very 

low.

But: Eulerian algorithms 

are highly demanding in 

terms of CPU and memory!
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Eulerian Vlasov 
simulations



Eulerian methods

The first step is to discretize the Vlasov equation on a phase space 

grid  and the field equations on a spatial grid and solve the resulting 

system of finite difference equations by standard HD methods. The 

main draw back of such a purely "Eulerian” approach is that the time 

step would be severely limited by CFL* type conditions, prohibiting 

very long simulations, and we will not discuss them any further.

WE NEED A DIFFERENT ALGORITHM WITH RESPECT 

TO STANDARD FLUID DYNAMICS (e.g. Spectral Methods, 

Finite differences, Explicit/Implicit time advancing schemes….)

* Wait for next slide……
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The Vlasov equation is an hyperbolic partial 

differential equation with characteristics given by

where  F = E + v ✕ B  
(dimensionless units)
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which obey the same equations as particle trajectories 

PHASE SPACE

space

ve
lo

ci
ty

dx

dt
= v

dv

dt
= F; (1)



The phase space trajectories describe thus a 

"Hamiltonian flow” Tt

corresponding 
Hamiltonian

electrostatic 

potential

H=  –  - Φ(q)  
p2

2ma

Electrostatic limit,  F = E 
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In Hamiltonian form, using canonical variables q = x, p = mav :

dq

dt
=

p

ma

=
H

p

dp

dt
= F = −

H

q

For the sake of mathematical simplicity, let consider the electrostatic limit
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We define z0 = (x0,v0) as a phase space point at time t = 0 and zt = (xt,vt)  the point with 

at time t corresponding to the unique solutions of the characteristics, equations (1):

Tt z0 = zt ; T-t zt = z0

In other words, the “flow” T is  REVERSIBLE and preserves 

the phase space volume element: Tt T-t=identity ; dzt = dz0

The solution of the Vlasov equation may then be expressed in terms of a 

propagating operator P acting on the d.f. If f0 is the d.f. at t = 0,  then

f (z,t) = P t f0 = f0(T-t z) 
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This (formal) solution may be termed ”LAGRANGIAN” in the sense that 
the value of f (z, t) at time t depends on the initial coordinates z0 at t = 
0 along the characteristic arriving at the phase space point z at time t. 

The Vlasov equation can be rewritten using the Poisson brackets

 f

t
= H ,  f 

By defining the Poisson bracket operator Λf = [H, f], 
the PROPAGATOR P can be written as: 

Pt = exp(Λt)
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In the free streaming case (F = 0) the characteristic equations have the 

trivial solution x = x0+vt, v = v0 and the propagator P 
t takes the form of a 

displacement operator

Except for the free streaming case one does not know 

explicit expressions of the propagator P 

t even for very 

simple physical problems. As a consequence, the theoretical 

study of the Vlasov–Poisson/Maxwell system of equations is 

based today on large-scale numerical simulations.
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1. Fully Lagrangian schemes

Grid-free Lagrangian particle simulation methods for collisionless plasmas are the only

truly Lagrangian ones. In these simulation methods the force exerted on a given 

particle, by the other ones is explicitly calculated with some methods. 

The computational cost is very high typically O(Np logNp). 

Applied only to low dimensial (1D-1V) test cases. 

MAIN NUMERICAL SCHEMES
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2. Particle in Cell methods (the most used in plasma physics)

They use “Macro-particles” which are not particles but a representation of the d.f. 

a) Solve continuum equations on an Eulerian grid (Poisson or Maxwell equations,   

    electron equations for the hybrid case)

b) Track the individual particles by solving the equations of motion;

c) Couple the Eulerian to the Lagrangian framework by interpolating the fields to the

    particle positions, E(xp), B(xp);

d) Couple the Lagrangian to Eulerian framework, by evaluating the values of the  

    electric charge and current densities at the spatial grid points xj

Although the solution of the dynamical equations in the second step introduces some 

error and noise, the "noise in particle simulations” is predominantly associated with the 

fourth step where low-order moments of the distribution function are calculated to find 

the source terms for Poisson’s or Ampere’s equations
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3. Semi-Lagrangian methods

Instead of tracking numerical particles along the characteristics of the Vlasov equations,

these methods relie on a discretization of the phase space but following the 

characteristic curves at each time step. For this reason they are known under the generic 

appellation of "Semi Lagrangian” schemes, although the terminology is not well settled.

IN THE FOLLOWING WE WILL 

FOCUS ON THESE SCHEMES



Assume the flow Tt is known; the problem is then to obtain a   
discrete formulation to integrate the Vlasov equation
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GRID DISCRETIZATION

The d.f.  {fm(t)} is discretized on a fixed Eulerian grid {zm}

Since the d.f. f is conserved along the flow, the d.f. at the new time step {fm(t+Δt)} 

is calculated by following backwards the characteristic during the time step Δt and 

by interpolating the values of {fm(t)} at the origin of the characteristics. 

Main algorithm aspect: we need to 
interpolate the d.f.
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The "displacement vector” DZm = Zm(tn +Δt) − Zd
m(tn) is obtained through 

some numerical approximation of the equations of motion usually at second 

order in time

The trajectory of each Lagrangian point Zm at tn+Δt is 

integrated backwards in time to find the "departure point” 

Zd
m at the earlier time tn. Then:

f(Zm, tn+Δt) = f(Zd
m, tn) = f(Zm - DZm, tn) 

Then an interpolation is used to obtain the values f(Zd
m, tn) of the 

distribution function at the departure points from the known values on 

the mesh grid {fm(tn)} .
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X X

XXX

X

X

red points: where we need to calculate the d.f.

black points: where the d.f. is known

characteristic (flow)

ALL WE NEED IS TO INTERPOLATE!

f(Zm, tn+Δt) 

f(Zd
m, tn) 

f(Zm, tn) f(Zm-1, tn) f(Zm-+2 tn) f(Zm+1, tn) 

(a) determination of the 

     departure points Zd
m

(b) an interpolation of the 

      distribution function    

      to the departure points

SUMMARY
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INTERPOLATION TECHNIQUES

We focus here only on Finite elements discretizations technique (Cm = m cell) 

fm (t) =
1

Vm

f (x,v,t)dxdv
Cm



From the Vlasov equation one may obtain an exact equation relating the time variations 

of <fm> to the fluxes crossing the cell boundaries. These fluxes depend on the value of 

the distribution function f at the cell boundaries but not on the cell averages {<fm>}

A critical step is to express the fluxes at the cell interfaces in terms of the cell 

averages, a procedure implying an interpolation; once this is done, one obtains an 

explicit discretization scheme [Finite Volume Method] a mass conservative, robust 

and computationally "cheap” method for the discretization of conservation laws.
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Mathematically, the finite element discretization of a function f(Z) is 

given by a linear combination of a finite number S of basis functions 

ξms(Z), s = 0, .., S for each cell (projection of f on a finite dimensional 

functional space having a finite complete basis χm,s and the 

corresponding dual basis ξm,s:

f (Z) = am,s (t)m,s

m,s

 (Z) f (Z); ams = m,s(Z) f (Z)dZ

 m , s (Z)  m, s(Z)dZ =m, m s, s

The basis functions may be considered as providing a low order 

interpolation inside each cell; [e.g. a piecewise linear basis 

functions leads to a first order interpolation].
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The solution of the Vlasov equation can be expressed in terms 

of a propagator describing the flow in phase space:

f (Z, tn+Δt) = PΔt f(t) = f (T (-Δt) Z, t)

If the coefficients am,s(t) are known at time t, then f (Z, t +Δt) at a 
later time can be written in terms of these known coefficients:

f (Z,t + t) = am,s (t)m,s

m,s

 T(−t )Z,t( )

By projecting onto the finite element dual basis ξm,s , it is 

possible to calculate explicitly the coefficients am,s(tn+Δt)

These method, known as "discontinuous Galerkin method”, relies on the projection 
on a function space spanned by a finite basis of functions, without requiring any 
condition on the regularity of f and its derivatives at the cell boundaries



TIME ADVANCING ALGORITHM (electrostatic limit)
approximation of the flow evolution operator T

the Vlasov equation 

can be cast in the form

 f

t
= [H , f ]= f

Then, the propagation operator becomes   Pt = eΛt 

1 C. G. Cheng and G. Knorr, J. Comput. Phys. 22, 330 (1976)

Free streaming (FL = 0), trivial solution for the characteristic equations

x = x0 + vt ; v = v0 Pt f(x,v,t) = f(x-vt, v, t=0) = f(x0, v0)
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We split the Hamiltonian in two parts corresponding 

to the two separate advections in space and velocity

the corresponding x and v propagators are explicitly known:

SPLITTING SCHEME
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 f

t
= [H1,  f ]= −v

 f

x
;

 f

t
= [H2,  f ]= E

 f

v

f (x,v,t) = f0(x − vt,v)  Px

 t[ f0 ];   Px

 t = exp(1t)

f (x,v,t) = f0(x,v+ Et)  Px

 t[ f0 ];   Pv

 t = exp(2t)

H = H1 + H2  

H1 =v2/ 2 ;  H2 = −Φ (x) 

Since the operators Λ1 and Λ2 do not commute, PΔt does not reduce to the 

product Px
Δt  x Pv

Δt but instead may be  given by a series expansion in Δt 

involving ordered products of Px
Δt/n  x Pv

Δt/m, with n, m integers 



We then make use of a “Magnus expansion” at second order:
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It can be shown that

et = lim
N→

exp
2t

2N







exp

1t

N







exp

2t

2N

















N

e = exp
2

2







exp 1( )exp

2

2







+O  3( )

The full Vlasov propagator can be therefore expressed in 

terms of the two space and velocity propagators

Pd f (x,v) = Px

dt /2 + Pv

dt + Px

dt /2  f (x,v) +O dt 3( )

which would be exact if the propagators would commute



SPLITTING ALGORITHM, e.s. CASE

F(x,v,t+dt) = Pdt [f(x,v)] = {Px
dt/2 Pv

dt Px
dt/2 }[f(x,v)] + 

O(dt3)
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1) f*(x,v) = Px
dt/2 [f(x,v,t)]  

3) f#(x,v) = Pv
dt [f*(x,v)]  

4) f(x,v,t+dt) = Px
dt/2 [f#(x,v)]  

2 = ni −  f *(x,v) dv2)



The 1D-2V full advancement of the Vlasov equation is now 
obtained as:

* Mangeney & Califano, J. Comp. Phys. (2002)
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SPLITTING ALGORITHM, e.m. CASE

P  dt[ f (x,vx ,vy )]= Px

 dt /2 vx

dt /2
 vy

dt
 vx

dt /2   Px

 dt /2[ f (x,vx ,vy )]+O(dt 3)

vy

dt f (x,vx ,vy ) = f (x,vx ,vy + [Ey − vxBz ]dt)

vx

dt f (x,vx ,vy ) = f (x,vx + [Ex + vyBz ]dt,vy )

For the sake of simplicity, we consider a one directional, uniform 
magnetic field along the z-axis and the 1D-2V limit (x, vx,  vy). Lorentz 
force: Ex+vyBz ; Ey+vxBz 

We split the full Vlasov propagator into a sum of a propagation in space 
and a propagation in velocity, this last corresponding to a translation 
plus a semi-rotation.



The scheme thus reduces to follow backwards the characteristic during the 
time step dt and interpolating the values of {fm(tn)} at the origin of the 
characteristics.

Cubic splines

Main interpolation methods

1. Charge not conserved

2. Non Local Stencil 

[3-diag. matrix to be inverted]

A piecewise third-order polynomial function passing 
through a set of control points. The second derivative 
of each polynomial is commonly set to zero at the 
endpoints (boundary condition)
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Van Leer scheme
II or III order, M=1,2

δ=vΔt/Δx  [i.e. it depends on 

the “signed” CFL number! 

But much more stable than using 

standard HD methods.

1. Charge conserved

2. Local Stencil 

[well suited for parallel computations]

The upwind schemes attempt to discretize hyperbolic partial 
differential equations by using differencing biased in the 
direction determined by the sign of the characteristic speeds
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RESEARCH APPLICATION EXAMPLES

Vlasov simulations, running 
on super computers….



The Hybrid Model 
*

De
 ;  =  pe

Quasi-neutrality is satisfied

Displacement current is negligible

The plasma is weakly magnetized

ce =  pe

Electron are considered as a fluid but with mass: de = me / mi
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Kinetic ions (solve Vlasov equation)



Vlasov (ions)

Ohm law - hybrid

(electron response)

i = eB/mic

Characteristic quantities
(normalization on ion time scale)

di = c/ωpi = vA/ i 

de = me / mii
2

 f

t
+ v x f + E+ v B+Fext( )

 f

v
= 0

E = −(u B)+
1

n
(j B)−

1

n
Pe+ de

2[E+ ......]

Faraday

low frequencies

Quasi neutrality

State equation

B

 t
= −  E

j =B

ne  ni  n

Pe = n

* Valentini & Califano, J. Comp. Phys. (2007)

The equations 
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External forcing

eneue  = e niui  - J



The numerical algorithm consists in coupling the splitting method by 

Mangeney & Califano (JCP 2002) and the current advance method 

(CAM) introduced by Matthews* in 1994 for PIC Hybrid simulations

* A.P. Matthews, J. Comp. Phys. (1994)

The Vlasov-CAM method (see Valentini & Califano, JCP 2007) provides 

the second order in time  numerical solution for the advancement of 

electric and magnetic fields, while the splitting method is a second order 

scheme in time for the advance of the particle distribution function in 

phase space.

The CAM method is introduced because the standard integration of 

the Maxwell equations, at II order, would be to heavy computationally

(remember that n and j are integrals of f(x, v)) 
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2D-3V Vlasov hybrid simulations of
“perpendicular turbulence”

β ≈ 0.2, 1, 5; Te ≈ Ti

Nx , Ny = 256, 512, 1024

Nvx , Nvy ,Nvy = 713 (513)

Maxwellian distribution

Initial conditions

BG/Q (Cineca, IT)

Hydra (RZG, DE) 

1024 ≤  Nprocs ≤ 8192

Forcing 
on m = 1, 2

compressible or 
incompressible 
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k

B0

x

y

z

B0 = B0êz

k = kêx +kêy

Nx =1024 Ny =1024

NVx = 51 NVy = 51 NVz = 51

Phase Space Discretization

Periodic in physical space

f v > vmax( ) = 0 vmax = ±5vth

The initial Maxwellian equilibrium is perturbed by a 2D spectrum of fluctuations for magnetic and 

proton velocity field. The energy is injected with random phases. Neither density disturbances nor

parallel variances are imposed at t=0.

f = f x, y,vx,vy,vz( )

two dimensions in physical space and 

three dimensions in velocity space

boundary conditions 
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The density np in the (x,y) plane. 
Mainly a fast-MHD dynamics.

X

Y

Strong np – Bz correlation (cut along x at y fixed)

t ~ 100 ci

−1

Lx = Ly ≈ 6π di

di ≈ ρi ≈ 1β = 1
Nx = Ny = 1024

β ~ 1, initial phase 

(compressible forcing)

B0

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5/3

2.8

t ~ 100 ci

−1

fo
rc

in
g

large-scale MHD

The magnetic and electric energy 
spectrum. Only MHD scales are excited

kρi ~ 1 
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The perp. current Jz and electric field Ez in the (x,y) plane

X X

Y Y

β ~ 1 case, second phase current sheets generation

Strong current sheet are generated where magnetic reconnection occurs

We have changed the numerical resolution to check the numerical correctness. 
The width of the CS is regulated by the numerical dissipation of the algorithm
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The density np and perp. magnetic field Bz in the physical (x,y) 
plane

X X

Y Y

In the CS np and Bz 
are anti-correlated

We also observe perp. fast-MHD shocks!

we observe magnetic islands chains
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formation of magnetic 
islands chains
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We observe strong (anti) correlation between 
np and Bz (inside) outside the current sheets
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The magnetic and electric energy spectrum after 
CS formations

5/3

2.8

1/3

|δB|2

|δE|2

t ~ 180 ci

−1

Same spectrum slope as observed by satellites, 
as with GK 3D, but here formally no KAWs !

fo
rc

in
g

at large scale the activity is dominated by the magnetic 
contribution, at higher wave numbers the electric energy 
is significantly more intense than the magnetic one
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In turbulence, reconnection locally 

occurs (at the X-points)

Thickness ≈ few proton skin depths

Bifurcation (Hall effect)

Reconnection also observed in Alfven waves decaying turbulence

We observe vortices, islands, current sheets, but…also anisotropy 

in velocity space (see next slide)
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The ion distribution 

functions are strongly 

affected by turbulence, 

resembling an elongated 

potato-like structure

Anisotropy with 

respect to local 

magnetic field can 

be either >1 or <1

Local magnetic fields

[Servidio et al., 2012;

Perrone et al., 2013]
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The ion distribution functions exhibit 

strong deformations in velocity space

How to properly measure 

these distortions?

Assuming f as an ellipsoid

ê1

Aij x( )=
1

n
vi − vi( ) v j − v j( )fd3v

Stress tensor

ê3

Eigenvalues 

(temperatures)
l1 > l2 > l3

Eigenvectors ê2

Note: for a Maxwellian    λ1=λ2=λ3=1

(Maximum) Temperature anisotropy = λ1/λ3 
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Trying to reproduce the 

solar-wind anisotropy plot 

NICE AGREEMENT

We considered an ensemble of simulations in 

different regions of the parameter space and 

evaluated the temperature anisotropy with 

respect to the local magnetic field

Vlasov hybrid sims
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pP− p⊥  B2 / 4

Firehose instability - benchmarks

triggered by pressure anisotropy

we initialize using a 
bi-Maxwellian

instability parameter (β ~ 100)  = P− ⊥ − 2( )/  ; 0.01

f (v) =
n0

 3/2P

1/2⊥

exp −
v

P

2

P

−
v

⊥

2

⊥










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parameters:  = 95;  P= 97;  ⊥ = 94; space box: Lx = 2π  * 500

Firehose instability - benchmarks
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2D-3V firehose investigation

code parameters: space box: 768x768, velocity box: 81x81x81

Lx = Ly = 2π * 76.394 (Δx = 0.625), vx = vy = vz = [-5.0,5.0]vth      (Δv = 0.123)

→ co-existing parallel and oblique firehose instabilities

the linear regime dominated by 

oblique firehose (as expected)

on 2D grid at the end of linear phaseB⊥

2

β = 90
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THANK YOU FOR 
YOUR ATTENTION !
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